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The sales of a company (in million dollars) for each yeat are shown in the table below. 16)
X(year) | 0 | | 24!
y (sales) | 12192937145 |
1} Find the least square regression liney =ax + b,
i1) Use the least squares regression line as'a model to estimate the sales of the company in year 7.
/4I. Use the k-means algorithm and Euclidean distance to cluster the following & examples into 3
clusters:
Al =(2,10), A2 =(2,5), A3 = (8,4), Ad =(5,8), A5 = (7.5), A6 = (6:4), AT = (1,2), A8 = (4,9)
The distance matrix based on the Euclidean distance is given below:
[Al [A2 [A3 [A4d [AS | A6 | AT [A8 |
Al JOBN V25 | 6 | i3 | 50 | V52 | 65 | 5
(t{( A2 |U il 7| s I J35 | 7 | o | S0
. ol : — - —
‘0‘6@ A3 { V5 |1 |2 |5 |
' Ad 0 & |7 |V | 42
AS | i JORN 2 | Jas | 425
Al | _u Jo | Im
A7 T 1 [ 1 [ 56
1770 ) ) [ [ | 1)
Suppose that the initial seeds (centers of each cluster) are Al, A4 and A7. Run the k-means
algorithm for 1 epoch only. At the end of this epoch show:
a) The new clusters (i.e., the examples belonging to each cluster) (4]
b) The centers of the new clusters {31
¢) Drawa 10 by 10 space with all the 8 points and show the clusters after the first epoch and the (51
new centroids.
5. a) What is the basic difference of Recurrent Neural Networl (RNN) from Artificial Neural [4]
D Network? Give some examples of RNN application
i
b) What is the vanishing Gradient Problem of RNINY (3]
) - :
A ¢) Shortly describe Long-Term Memory (LSTM) networks and explain how it can avoid long [5]
term dependency problem.
@ 6. a) Whatis the basic principle of a Support Vector Machine? [3]
b) Why would you use the Kernel Trick in the Support Vector Machine? Explain with example. [3]
¢) What happens when there is no clear Hyperplane in SVMY 3]
d)  When would you use SVMs over Random Forest and vice-versa? Bl
ﬂ./a) What are the differences between supervised and unsupervised methods? (3]
b) How does supervised learning work? (31
¢) Briefly describe the steps involved in Supervised Learning. 3]
\ d) Briefly describe the types of unsupervised learning algorithms. (3]
]
|
{
48}/3) What do mean by machine learning life cycle? 2]
b) Describe the steps involved in ML life cycle. 2] \
[3] {

(True or False?) Justify your answer.

i) 1f you are given m data points, and use half for training and 2 half for testing, the

difference between training error and test error decreases as M increases:
i) Overfitting is more likely when the set of training data is small
i) Overfitting is more likely when the hypothesis space is small

5]
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