
Machine Learning

Course Teacher: Dr. Tania Islam ( also 5th and 4th Batch)

“Sharing your notes with your batchmates can greatly benefit average and backseat students. Your 1
minute of effort can reduce the efforts of 100 minutes of others”

-Zahid Hasan, CSE 6th Batch, University of Barishal.

১৪ টা স্লাইডে যে টপিক আছে আমি ওই টপিক গুলা আলাদা আলদা ভাগ করে সাজাইছি। টপিক গুলা এমন ভাবে সাজানোর
চেস্টা করছি যাতে আলাদা ভাবে আর প্রশ্ন সল্ভ না করা লাগে, এই টপিক গুলা শেষ করলে স্লাইড+ ৪র্থ+৫ম ব্যাচের
ফাইনাল+মিডের সব প্রশ্ন টপিকের সাথে সল্ভ হয়ে যায়। যেগুলা সল্ভ করতে পারিনি আশা করি ওগুলা শেয়ার করবি। লাগলে
এডিট এক্সেস দিব নইলে আমারে ইনবক্সে দিলেও হবে।

শেষ রিকুয়েস্ট, আশা করি অনার্স লাইফের লাস্ট এক্সামে এসেও কেও ক্লাস ২ এর বাচ্চাদের মত আচারন করবি না। আমি সল্ভ
না দিলেও অনেক টপাররা খাতায়/ডকে যে প্রশ্ন সল্ভ করো তা সবাই জানে। এই কথা গুলা বার বার বলি, কারন আমার যে
পরিমান কস্ট হয় ( লাস্ট ৪ টা সেমিস্টার ধরে) এই ডক করতে তা টপাররাও’ করো নায় কখনো। কারন আমি সব করি
এক্সামের এই ৩ দিনে। মিডে খালি খাতা জমা দিছি এই সাবজেক্টের। ন্যূনতম সহানভূুতি কি দেখনো যেতে পারে না..?
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Introduction of ML
Def:

Machine learning is a subset of artificial intelligence (AI) that allows machines to learn and improve
from data without being explicitly programmed.

Relation between artificial intelligence (AI) and Machine Learning (ML):

Machine learning (ML) is a specific branch of artificial intelligence (AI). ML has a limited scope and
focus compared to AI. AI includes several strategies and technologies that are outside the scope of
machine learning.

Machine learning life cycle

The machine learning lifecycle is a process that guides the development and deployment of machine
learning models in a structured way. It consists of various steps.

Each step plays a crucial role in ensuring the success and effectiveness of the machine-learning
solution. By following the machine-learning lifecycle, organizations can solve complex problems
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systematically, leverage data-driven insights, and create scalable and sustainable machine-learning
solutions that deliver tangible value.

Steps involved in ML life cycle:

Gathering Data: Collecting data from different sources.

Data Preparation: Cleaning and organizing the data for use.

Data Wrangling: Fixing errors and adjusting data to be ready for analysis.

Analyze Data: Looking at the data to find patterns and insights.

Train the Model: Teaching the model to recognize patterns using the data.

Test the Model: Checking how well the model works with new data.

Deployment: Putting the model to use in a real-world setting
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Or, from Slide

Types Of Machine Learning
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Supervised learning
Supervised learning is a category of machine learning that uses labeled datasets to train algorithms to predict

outcomes and recognize patterns
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Examples:

● Random Forest

● Decision Trees

● Logistic Regression

● Support Vector Machines

● KNN

From Slide
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Steps Involved in Supervised Learning:

○ First Determine the type of training dataset

○ Collect/Gather the labelled training data.

○ Split the training dataset into training dataset, test dataset, and validation dataset.

○ Determine the input features of the training dataset, which should have enough

knowledge so that the model can accurately predict the output.

○ Determine the suitable algorithm for the model, such as support vector machine, decision

tree, etc.

○ Execute the algorithm on the training dataset. Sometimes we need validation sets as the

control parameters, which are the subset of training datasets.
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○ Evaluate the accuracy of the model by providing the test set. If the model predicts the

correct output, it means our model is accurate.

Method of Supervised Machine Learning

Classification
Supervised classification is a machine learning technique that uses labeled data sets to train algorithms to
classify data into categories
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Regression er jonno alada section korechi niche

Unsupervised learning
Unsupervised learning is a type of machine learning that uses algorithms to analyze unlabeled data without

human guidance

Method of Unsupervised Learning :
The unsupervised learning algorithm can be further categorized into two types of problems:
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Clustering: Clustering is a method of grouping objects into clusters such that objects with the most
similarities remain in a group and have less or no similarities with the objects of another group.

Association: An association rule is an unsupervised learning method that is used for finding the
relationships between variables in a large database.

Examples

K-means clustering
CNN
Neural Networks

Difference between Supervised and Unsupervised

Supervised, Unsupervised and Reinforcement Learning in Artificial Intelligence in Hindi
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Reinforcement Machine Learning

Reinforcement learning (RL) is a machine learning (ML) technique that teaches machines how to
make decisions and learn from their experiences.
It's based on the idea that machines can learn to achieve the best results by mimicking the human
process of trial and error

Advantages of Machine Learning
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I. Improved Accuracy and Precision: ML models can analyze data and make more accurate predictions

than humans.

II. Automation of Repetitive Tasks: ML automates routine tasks, increasing efficiency and saving time.

III. Enhanced Decision-Making: ML helps make smarter decisions by analyzing large datasets.

IV. Personalization and Customer Experience: ML tailors products and services to individual preferences.

V. Predictive Analytics: ML predicts future outcomes based on past data.

VI. Scalability: ML handles large data and grows with increasing data easily.

VII. Improved Security: ML detects threats and fraud in real-time.

VIII. Cost Reduction: ML reduces operational costs by automating processes.

IX. Innovation and Competitive Advantage: ML drives new ideas and gives businesses an edge.

X. Enhanced Human Capabilities: ML helps humans perform tasks more effectively with better insights.

Disadvantages of Machine Learning

I. Data Dependency: ML needs a lot of high-quality data to work well.

II. High Computational Costs: Training ML models can be expensive and energy-consuming.

III. Complexity and Interpretability: Some ML models are hard to understand or explain.

IV. Overfitting and Underfitting: ML models can perform poorly if they learn too much or too little from the

data.

V. Ethical Concerns: ML can raise issues related to privacy and bias.

VI. Lack of Generalization: ML models may struggle to work well in different situations.

VII. Dependency on Expertise: ML development requires skilled professionals.

VIII. Security Vulnerabilities: ML can be tricked by malicious data inputs.

IX. Maintenance and Updates: ML models need regular updates to stay accurate.

X. Legal and Regulatory Challenges: ML faces legal challenges, especially with data privacy.
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Applications of ML

Deep learning relations with ML

Deep learning, is a subset of machine learning that uses neural networks with multiple layers to
analyze complex patterns and relationships in data.
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Key differences

Deep learning relies heavily on deep artificial neural networks with multiple hidden layers, while
traditional machine learning algorithms often use simpler models with fewer layers or different
structures altogether.

Feature Extraction:
Deep learning automatically learns features from raw data through its network layers, whereas
other machine learning methods usually require manual feature engineering by humans to
identify relevant data attributes.

Data Requirements:
Deep learning typically demands large amounts of data to train effectively, while some
traditional machine learning algorithms can work with smaller datasets.

Complexity of Tasks:
Deep learning is better suited for complex tasks like image classification, natural language
translation, and speech recognition, where traditional machine learning might struggle

Now practice yourself based on the last 2 years' previous ques!
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a) What is machine learning? Write down the relation between artificial intelligence (AI) and Machine
Learning (ML). [2.5]

b) What is the difference between supervised and unsupervised machine learning? Give example.[3]

c) How can you define deep learning, and how does it contrast with other machine learning
algorithms?

d) What do mean by machine learning life cycle?

e) Describe the steps involved in ML life cycle.

f) How does supervised learning work?

g) Briefly describe the steps involved in Supervised Learning.

h) Briefly describe the types of unsupervised learning algorithms.

Reggeression

Reggeression—> Lec-3: Introduction to Regression with Real Life Examples

Def:
Regression is a machine learning technique that uses algorithms to find the relationship between
independent and dependent variables to predict outcomes. It's a common method in supervised
machine learning, which uses labeled training data for both input and output
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Types of Regression
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Linear Regression

Def & How it performs:
Linear regression is an analytics procedure that can generate predictions by using an easily
interpreted mathematical formula.
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Mathematical Example

To solve See that →
Lec-4: Linear Regression📈 with Real life examples & Calculations | Easiest Explanation
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Least Squares Method

Mathematical Example for Least Squares Method

The sales of a company (in million dollars) for each year are shown in the table below.

i) Find the least square regression line y = ax + b.
ii) Use the least squares regression line as a model to estimate the sales of the company in
year 7.
Sol: Linear Regression Using Least Squares Method - Line of Best Fit Equation
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l:
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When should multiple regression analysis be used :

Multiple regression is an extension of simple linear regression. It is used when we want to predict the
value of a variable based on the value of two or more other variables. The variable we want to predict
is called the dependent variable ( the outcome or target variable).

Logistic Regression
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Def:

Videos→ Lec-5: Logistic Regression with Simplest & Easiest Example | Machine Learning

Logistic regression is a supervised machine learning algorithm used for classification tasks where the
goal is to predict the probability that an instance belongs to a given class or not

Linear vs Logistics Regression

Linear Regression Logistic Regression

Linear regression is used to predict the
continuous dependent variable using a given
set of independent variables.

Logistic Regression is used to predict the
categorical dependent variable using a given
set of independent variables.
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Linear Regression is used for solving
Regression problems.

Logistic regression is used for solving
Classification problems.

In Linear regression, we predict the value of
continuous variables.

In logistic Regression, we predict the values of
categorical variables.

In linear regression, we find the best-fit line, by
which we can easily predict the output.

In Logistic Regression, we find the S-curve by
which we can classify the samples.

In Linear regression, it is required that the
relationship between a dependent variable
and the independent variable must be linear.

In Logistic regression, it is not required to have
a linear relationship between the dependent
and independent variables.

In linear regression, there may be collinearity
between the independent variables.

In logistic regression, there should not be
collinearity between the independent
variables.

KNN Algorithm
The k-nearest neighbors (KNN) algorithm is a non-parametric, supervised learning classifier, which
uses proximity to make classifications or predictions about the grouping of an individual data point.

Basic videos: Lec-7: kNN Classification with Real Life Example | Movie Imdb Example | Supervised Lea…
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Why do we need a K-NN Algorithm?

Suppose there are two categories, i.e., Category A and Category B, and we have a new data point x1, so
this data point will lie in which of these categories? To solve this type of problem, we need a K-NN
algorithm. With the help of K-NN, we can easily identify the category or class of a particular dataset.
Consider the below diagram:

How does K-NN work?
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Steps
Step-1: Select the number K of the neighbors

Step 2: Calculate the Euclidean distance of K number of neighbors

Step 3: Take the K nearest neighbors as per the calculated Euclidean distance

Step-4: Among these k neighbors, count the number of the data points in each category

Step-5: Assign the new data points to that category for which the number of the neighbor is maximum

Step-6: Our model is ready
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Simulation
Step-1
First, we will choose the number of neighbors, so we will choose the k=5.

o There is no particular way to determine the best value for "K", so we need to try some values to find the best
out of them. The most preferred value for K is 5.

o A very low value for K such as K=1 or K=2, can be noisy and lead to the effects of outliers in the model.

o Large values for K are good, but it may find some difficulties.

o Try to take odd values.

Step-2
We will calculate the Euclidean distance between test data and each row of training data.

The Euclidean distance is the distance between two points. It can be calculated as:

Step-3

By calculating the Euclidean distance we got the nearest neighbors, as three nearest neighbors in
category A and two nearest neighbors in category B.
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Mathematical Example

Sol:

Video: Lec-7: kNN Classification with Real Life Example | Movie Imdb Example | Supervised Learning
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Importance of the KNN algorithm?

We need the K-NN algorithm because it is simple, easy to use, and works well for both classification and
regression tasks. It doesn't make assumptions about the data and can handle both numbers and categories.
K-NN finds the closest data points to a new one and makes predictions based on their similarity, adapting to
the local data patterns. It’s also less affected by outliers compared to other methods.
Also When the dataset is small, labeled and noise-free

Advantages of KNN
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Disadvantage of KNN

How to choose the value of K
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Parametic and Non-parametic model

Parametric models, like logistic regression (Log. R), linear regression (LR), and artificial neural
networks (ANN), have a fixed number of parameters. No matter how much data you add, the model
doesn't change how many parameters it uses, and its complexity stays the same

Non-parametric models, like KNN, decision trees (DT), and gradient boosting (GB), adapt to the data
as it grows, meaning their complexity increases with more data. The model changes based on the
amount and type of data given.

Distance Measures Types
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K-Means Clustering

K-mean Clustering with Numerical Example | Unsupervised Learning | Machine🖥️ Learning 🙇‍♂️🙇

Def:

K-Means Clustering is an Unsupervised Learning algorithm, which groups the unlabeled dataset into
different clusters.

Types of K Means Clustering:
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Agglomerative clustering

There is a bottom-up approach. We begin with each element as a separate cluster and merge them

into successively more massive clusters, as shown below:

Divisive clustering
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Partitioning Clustering
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Fuzzy c-means

Advantages of k-means

1. Simple and easy to implement: The k-means algorithm is easy to understand and implement,

making it a popular choice for clustering tasks.

2. Fast and efficient: K-means is computationally efficient and can handle large datasets with

high dimensionality.

3. Scalability: K-means can handle large datasets with a large number of data points and can

be easily scaled to handle even larger datasets.

4. Flexibility: K-means can be easily adapted to different applications and can be used with

different distance metrics and initialization methods.
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Disadvantages of K-Means:

1. Sensitivity to initial centroids: K-means is sensitive to the initial selection of centroids and can

converge to a suboptimal solution.

2. Requires specifying the number of clusters: The number of clusters k needs to be specified

before running the algorithm, which can be challenging in some applications.

3. Sensitive to outliers: K-means is sensitive to outliers, which can have a significant impact on

the resulting clusters.

Applications of K-Means Clustering

Difference between KNN and K Means Clustering
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Distance Measure
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Distance measure Mathematical Example

For videos: How to find Euclidean Manhattan Minkowski distance Supremum distance Cosine Similarity …

1. Euclidian Distance
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2. Manhattan Distance
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3. Minkowski Distance

For h=2

4. Cosine Similarity
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5. Supremum Distance
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K-Means clustering working process

For Videos: StatQuest: K-means clustering
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Mathematical Example of M-Mans Clustering

Sol:

See the video: K Means Clustering Algorithm | K Means Solved Numerical Example Euclidean Distance …

Or solve from slide
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Another Example

Use the k-means algorithm and Euclidean distance to cluster the following 8
examples into 3 clusters; A1-(2,10), A2-(2,5), A3-(8,4). A4-(5,8), A5-(7,5), A6
(6,4), A7-(1,2), A8-(4,9)
The distance matrix based on the Euclidean distance is given below:

50
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


Suppose that the initial seeds (centers of each cluster) are A1, A4, and A7. Run the
k-means algorithm for
1 epoch only. At the end of this epoch show:

a. The new clusters (i.e. the examples belonging to each cluster)
b. The centers of the new clusters
c. Draw a 10 by 10 space with all the 8 points and show the clusters after the first epoch
and the new centroids.
d. How many more iterations are needed to converge? Draw the result for each epoch.

Sol:

K Means Clustering Algorithm | K Means Solved Numerical Example Euclidea…
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B.

C.
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D.
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SVM
For Basic: How Support Vector Machine (SVM) Works Types of SVM Linear SVM Non-Linear SVM ML D…

Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used
for Classification as well as Regression problems.
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A support vector machine (SVM) is a machine learning algorithm that classifies data by finding a
hyperplane that separates data into two classes. SVMs are known for being simple, flexible, and
computationally efficient

Why Used?

The goal of the SVM algorithm is to create the best line or decision boundary that can segregate
n-dimensional space into classes so that we can easily put the new data point in the correct category in
the future. This best decision boundary is called a hyperplane. SVMs are particularly good at solving
binary classification problems, which require classifying the elements of a data set into two groups.

Consider the below diagram in which two different categories are classified using a decision boundary or
hyperplane:

What is a hyperplane?
A hyperplane is a decision boundary that differentiates the two classes in SVM. A data point falling on
either side of the hyperplane can be attributed to different classes. The dimension of the hyperplane
depends on the number of input features in the dataset.

What happens when there is no clear hyperplane?
When there is no clear hyperplane in an SVM (Support Vector Machine), it means the data is not
linearly separable, and to classify it, the model needs to utilize a technique called "kernel trick" to
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transform the data into a higher dimensional space where a clear separating hyperplane can be
found; essentially, this "lifts" the data into a space where separation becomes possible, allowing the
SVM to classify the data effectively even when it appears non-linear in the original space.
To classify a dataset, it's necessary to move away from a 2D view of the data to a 3D view.

.

Types of Support Vector Machine (SVM)

Linear SVM: Linear SVM is used for linearly separable data.
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i.e. for a dataset that can be categorized into two categories by utilizing a single straight line. Such data points

are termed as linearly separable data, and the classifier is described as a Linear SVM classifier.

Non-linear SVM: Non-linear SVM is used for data that are non-linearly separable data
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i.e. a straight line cannot be used to classify the dataset. For this, we use something known as a kernel trick

that sets data points in a higher dimension where they can be separated using planes or other mathematical

functions. Such data points are termed as non-linear data, and the classifier used is termed as a Non-linear

SVM classifier.
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How SVM Works

SVM works by mapping data to a high-dimensional feature space so that data points can be
categorized, even when the data are not otherwise linearly separable. A separator between the
categories is found, then the data are transformed in such a way that the separator could be drawn as
a hyperplane. Following this, characteristics of new data can be used to predict the group to which a
new record should belong.

For example, consider the following figure, in which the data points fall into two different categories.

Figure 1. Original dataset

The two categories can be separated with a curve, as shown in the following figure

Figure 2. Data with separator added

After the transformation, the boundary between the two categories can be defined by a hyperplane,
as shown in the following figure.
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Figure 3. Transformed data

Why do we use the Kernel Trick in the Support Vector Machine? For example.

The Kernel Trick in Support Vector Machines (SVMs) allows for the classification of non-linearly
separable data by implicitly mapping it to a higher-dimensional space, enabling linear separation
without explicitly calculating the new coordinates. This approach uses a kernel function to compute
similarities between data points, enabling SVMs to solve non-linear problems with a linear classifier

Let’s take an example to understand the kernel trick in more detail.

Consider a binary classification problem where we have two classes of data points: red and
blue. The data is not linearly separable in the 2D space. We can see this in the plot below:
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To make this data linearly separable, we can use the kernel trick.

By applying the kernel trick to the data, we transform it into a higher-dimensional feature
space where the data becomes linearly separable. We can see this in the plot below, where
the red and blue data points have been separated by a hyperplane in the 3D space:
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As we can see, the kernel trick has helped us find a solution for a non-linearly separable
dataset.

Hard and Soft Margin

Hard-margin and soft-margin are two types of Support Vector Machine (SVM) algorithms that differ in how they

handle data separability and misclassifications:

Hard-margin

Used when data is linearly separable and aims to find a hyperplane that separates the classes without any

misclassifications. However, hard-margin SVMs can fail to find a hyperplane when data is not linearly

separable, resulting in high training errors.

Soft-margin

Used when a linear boundary is not feasible or when some misclassifications are acceptable. Soft-margin

SVMs are more flexible and can better generalize to unseen data than hard-margin SVMs. They are also more

robust to outliers, which are data points that deviate significantly from the majority of the data

Mathematical Example
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How to draw a hyper plane in Support Vector Machine | Linear SVM – Solved Example by Mahesh Huddar

Example 1 for Linear SVM
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How to solve linear equations using a calculator:

How to solve linear equations with 3 variables using scientific calculator CASIO fx-991ES PLUS
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Example-2 for Non-Linear SVM
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Ensemble learning (Bagging and Boosting)

Introduction to Ensemble Learning with Real Life Examples | Machine⚙️ Learning

Def:

Ensemble learning is a machine learning technique that combines the predictions from multiple
models to improve the overall performance of a model.
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Types of Ensemble
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Def:
Bagging, also known as bootstrap aggregation, is the ensemble learning method that is
commonly used to reduce variance within a noisy data set.

Advantages and Disadvantages of Bagging
The advantages of Bagging are -

1. Easier for implementation:

Python libraries, including scikit-examine (sklearn), make it easy to mix the predictions of base
beginners or estimators to enhance model performance. Their documentation outlines the
available modules you can leverage for your model optimization.

2. Variance reduction:
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The Bagging can reduce the variance inside a getting-to-know set of rules which is especially
helpful with excessive-dimensional facts, where missing values can result in better conflict,
making it more liable to overfitting and stopping correct generalization to new datasets.

Disadvantages of Bagging are -

1. Flexible less:

As a method, Bagging works particularly correctly with algorithms that are much less solid. One
that can be more stable or a problem with high amounts of bias does now not provide an awful lot
of gain as there is less variation in the dataset of the version. As noted within the hands-On guide
for machine learning, "the bagging is a linear regression version will efficaciously just return the
original predictions for huge enough b."

2. Loss of interpretability:

The Bagging slows down and grows extra in depth because of the quantity of iterations growth.
accordingly, it is no longer adequately suitable for actual-time applications. Clustered structures or
large processing cores are perfect for quickly growing bagged ensembles on massive look-at
units.

3. Expensive for computation:

The Bagging is tough to draw unique business insights via Bagging because of the averaging
concerned throughout predictions. While the output is more precise than any person's information
point, a more accurate or whole dataset may yield greater precision within a single classification
or regression model.

Boosting

Def
Boosting is an ensemble learning method that combines a set of weak learners into a strong learner
to minimize training errors.
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Advantages of Boosting

Improved Accuracy – Boosting can improve the accuracy of the model by combining several
weak models’ accuracies and averaging them for regression or voting over them for classification
to increase the accuracy of the final model.

Robustness to Overfitting – Boosting can reduce the risk of overfitting by reweighting the
inputs that are classified wrongly.
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Better handling of imbalanced data – Boosting can handle the imbalance data by
focusing more on the data points that are misclassified

Better Interpretability – Boosting can increase the interpretability of the model by
breaking the model decision process into multiple processes.

Difference Bagging vs Boosting
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Random Forest

Videos: Random Forest 🌳 in Machine Learning 🧑‍💻👩‍💻

Random forest is a commonly used machine learning algorithm that combines the output of multiple
decision trees to reach a single result

Why was Random Forest used?
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● Reduced overfitting
● High accuracy
● Versatile
● Easy to use
● Fast
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Choosing between Random Forest and SVM

1. Dataset size and complexity: Random Forests tend to work well for large datasets with
high dimensional data due to their ability to handle substantial amounts of data effectively
and the fact that they use feature randomness during tree formation. On the other hand,
SVM works well for a well-structured small to medium-sized dataset with low dimensional
data.

2. Dataset type: Random Forest captures complex non-linear patterns in data easily and can
also find correlations between features, while, SVM works well when the classes can be
separated linearly but using kernel trick SVMs can handle non-linear data.

3. Computational Efficiency: Random Forests are computationally efficient because they
allow for the parallel training of several decision trees within the forest.

4. Margin Considerations: SVMs optimize for maximal margin, offering a strong and clear
decision boundary, if a distinct margin between classes is essential.

5. Feature Importance Ranking: The feature importance ranking that Random Forests offers
is useful for figuring out how important each feature is about the other in the dataset.

6. Interpretability: Random Forests offer an overall model interpretability, but SVMs may be
chosen if interpretability is important for your application because of their distinct decision
limits.

7. Hyperparameter Tuning: In certain situations, Random Forests are more user-friendly
than Support Vector Machines (SVMs) because they often require less hyperparameter
adjustment.

8. Training Time Sensitivity: Take into account the size of your dataset and the
parallelization potential of each algorithm if training time is a crucial consideration.

9. Single vs. Ensemble: SVMs are single models, but Random Forests are an ensemble of

decision trees. Whether or not an ensemble strategy is advantageous for your particular

challenge may influence your decision.
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Decision Tree
Def
A decision tree is a machine-learning model that uses a tree-like structure to make predictions or
categorize data

Video for basic: Lec-9: Introduction to Decision Tree 🌲 with Real life examples

Why use Decision Trees?

I. Decision Trees usually mimic human thinking ability while making a decision, making it easy to
understand.

II. The logic behind the decision tree can be easily understood because it shows a tree-like
structure.
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Decision Tree Terminologies
Root Node: The root node is from where the decision tree starts. It represents the entire dataset,
which further gets divided into two or more homogeneous sets.

Leaf Node: Leaf nodes are the final output node, and the tree cannot be segregated further after
getting a leaf node.

Splitting: Splitting is the process of dividing the decision node/root node into sub-nodes according to
the given conditions.

Branch/Sub Tree: A tree formed by splitting the tree.

Pruning: Pruning is the process of removing the unwanted branches from the tree.

Parent/Child node: The root node of the tree is called the parent node, and other nodes are called the
child nodes.

Examples
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Attribute Selection Measures
While implementing a Decision tree, the main issue arises as to how to select the best attribute
for the root node and sub-nodes. So, to solve such problems there is a technique which is called
an Attribute selection measure or ASM. By this measurement, we can easily select the best
attribute for the nodes of the tree. There are some popular techniques for ASM, which are:

I. Entropy
II. Information Gain
III. Gini Index
IV. Gain Ratio,
V. Reduction in Variance

VI. Chi-Square

Entropy:
In machine learning, entropy is a metric that measures the level of uncertainty or disorder in a
dataset. It's used in decision tree algorithms to help determine the best attribute to split a dataset

Entropy(s)= -P(yes)log2 P(yes)- P(no) log2 P(no)
Where,

○ S= Total number of samples
○ P(yes)= probability of yes
○ P(no)= probability of no
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A multi-attribute decision model is a tool used to evaluate and compare different options based on
multiple criteria.

Information Gain:
Information gain is the measurement of changes in entropy after the segmentation of a dataset based
on an attribute.
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Gini Index:

The Gini index is a measure of impurity or purity used while creating a decision tree in the
CART(Classification and Regression Tree) algorithm.

An attribute with the low Gini index should be preferred as compared to the high Gini index. It only
creates binary splits, and the CART algorithm uses the Gini index to create binary splits.
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The Gini index can be calculated using the below formula:

Gini Index= 1- ∑jPj2
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Gain Ratio
In machine learning, the gain ratio (GR) is a method used in decision trees to determine the best feature to
split on. It's a modified version of the information gain

Mathematical Example
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Must Watch the video for that Math:
1. Decision Tree | ID3 Algorithm | Solved Numerical Example | by Mahesh Huddar

NB: Solve boro etar, But Maam bolche eto boro xm e ashbe na. Jekono ekta part ashbe..
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Decision Tree vs Random Forest
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Naive Bayes
Naive bayes classifier / algorithm in data mining in bangla/Data mining tutorial in Bangla

The Naive Bayes algorithm is a supervised machine learning classifier that uses probability models to
perform classification tasks. It's known for being fast, accurate, and reliable, and is often used for text
classification, spam filtering, and recommendation systems.
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Why it is important?
Naive Bayes is a significant algorithm in machine learning because it is incredibly fast, easy to
implement, performs well with limited training data, and is particularly useful for text classification
tasks where features are often assumed to be independent, making it a practical choice for real-time
predictions and large datasets; however, its key limitation is the strong assumption of feature
independence, which may not always hold true in real-world scenarios.

Why is the Naïve Bayesian classification called "naïve"?
The naive Bayes algorithm (NB) is a Bayesian graphical model that has nodes
corresponding to each of the columns or features. It is called naive because it ignores
the prior distribution of parameters and assumes independence of all features and all
rows.

Types of Naive Bayas
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Mathematical Example 1

Given the training data in the table below (Buy Computer data), predict the class
of the following 8 new examples using Naïve Bayes classification:
age<=30, income-medium, student-yes, credit- rating-fair

Sol:
7. Solved Example Naive Bayes Classification Age Income Student Credit Rating Buys Comp…
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Example-2

118
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


119
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


Example 3

Consider the table below, the training set of weather (in the morning) and the corresponding target
variable 'Heavy rain' (i.e., the possibility of heavy rain in the day).
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There will be heavy rain if the weather is overcast. Is this statement correct? Justify your answer

Sol:

1. Solved Example Naive Bayes Classifier to classify New Instance PlayTennis Example Mahes…
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Probability Related Some Context
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Bayesian Network

Video: Bayesian Network with Examples | Easiest Explanation
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Sol:
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More Mathematical Example saw that video:
1.  Bayesian Belief Network | BBN | Solved Numerical Example | Burglar Alarm System by Mahesh Huddar
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Evaluation Technique

Ei slide ta ami aga matha kisu bujhi na valo vabe, jototuku sajanor sajaichi. Jodio porbo na eta ami

Model Evaluation is how we quantify the quality of a system's predictions.
To do this, we measure the newly trained model performance on a new and independent dataset.
This model will compare labeled data with its predictions. We will cover several metrics for
Regression and Classification

Which metric should we use? Why? and When?
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or,

Accuracy

Use for: Classification (e.g., spam detection)

Why: Measures correct predictions

When: Classes are balanced.

Precision

Use for: Classification (e.g., fraud detection)

Why: Measures correct positive predictions

When: False positives are costly.

Recall

Use for: Classification (e.g., medical tests)

Why: Measures correctly identified positives

When: False negatives are costly.

When: Large errors should be penalized.

R-squared (R²)
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Use for: Regression

Why: Explains variance in the target

When: General model fit is needed

How to split data
We usually split our data into (a) training and (b) testing
1. Training is responsible for fitting the model to learn a function
2. Testing is used to evaluate the goodness of the model
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When to Use the Train-Test Split

A "sufficiently large" dataset means having enough data to split into training and test sets that reflect
real-world cases. For small datasets, use k-fold cross-validation for better evaluation.

The train-test split is faster for large datasets or complex models, like deep learning. Random
splitting ensures both sets represent the original data well.

Choose the method based on your dataset size and the need for speed or accuracy.

Cross Validation

Videos: Cross Validation in Machine Learning with Examples
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Classification of Evaluation Matrics
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I. True Positives (TP): The number of positive instances correctly classified as positive.
E.g., predicting an email as spam when it actually is spam.

II. True Negatives (TN): The number of negative instances correctly classified as negative.
E.g., predicting an email is not spam when it actually is not spam.

III. False Positives (FP): The number of negative instances incorrectly classified as positive.
E.g., predicting an email is spam when it actually is not spam.

IV. False Negatives (FN): The number of positive instances incorrectly classified as negative.
E.g., predicting an email is not spam when it actually is spam.
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Mane
TP= positive k positive predict korte parce
FP= positive k negative predict korce.
TN= negative k negative predict korce
FN= negative k positive predict korce

Confusion Matrix Example -1 (from youtube)

147
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


148
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


149
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


150
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


151
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


152
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


153
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


154
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


155
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


156
AVAILABLE AT:

Onebyzero Edu - Organized Learning, Smooth Career
The Comprehensive Academic Study Platform for University Students in Bangladesh (www.onebyzeroedu.com)

http://www.onebyzeroedu.com


Classification Evaluation
Metrics
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In machine learning, overfitting and underfitting are both common issues that can cause a model to
perform poorly. The main difference between the two is that an overfitted model performs well on
training data but poorly on unseen data, while an under fitted model performs poorly on both training
and unseen data

To learn more about overfilling and underfitting

Overfitting
Overfitting occurs when our machine learning model tries to cover all the data points or more than the required
data points present in the given dataset. Because of this, the model starts caching noise and inaccurate values
present in the dataset, and all these factors reduce the efficiency and accuracy of the model. The overfitted
model has low bias and high variance.
Example: The concept of overfitting can be understood by the below graph of the linear regression output:
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As we can see from the above graph, the model tries to cover all the data points present in the scatter
plot. It may look efficient, but in reality, it is not so. Because the goal of the regression model to find the
best fit line, but here we have not got any best fit, so, it will generate the prediction errors.

How to avoid the Overfitting in Model

○ Cross-Validation
○ Training with more data
○ Removing features
○ Early stopping the training
○ Regularization
○ Ensembling

Underfitting
Underfitting occurs when our machine learning model is not able to capture the underlying trend of the
data. To avoid overfitting in the model, the fed of training data can be stopped at an early stage, due to
which the model may not learn enough from the training data. As a result, it may fail to find the best fit of
the dominant trend in the data.An underfitted model has high bias and low variance.

Example: We can understand the underfitting using below output of the linear regression model:

As we can see from the above diagram, the model is unable to capture the data points present in the plot.
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How to avoid underfitting:

○ By increasing the training time of the model.
○ By increasing the number of features.

Regularization in machine learning is a set of techniques that help prevent overfitting in models. It involves
normalizing the weights associated with features or neurons so that algorithms don't rely too heavily on a few
of them to make predictions.

Ques Solve Part

5th final —-> 5(C), 7(b),
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4th final —-> 2(c),

6thBatch Mid

1. Compute any three-distance matrix from the table data in Table 1.

Sol: See K means Clustering Distance measure part for solving that

2. Describe the different methods used to split the dataset in machine learning.
Sol: See Evaluation part

3. Distinguish Lazy and Eager Learning.
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4. Compute the accuracy, precision, recall, sensitivity, and specificity of the data.

Sol:
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5. Consider a set of five training examples given as ((xi, yi), ci) values, where xi and yi are the two attribute
values (positive integers) and ci is the binary class label: (((1, 1), -1), ((1, 7), +1), ((3, 3), +1), ((5, 4), -1), ((2, 5),
-1)}. Classify a test example at coordinates (3, 6) using a k-NN classifier with k = 3 and Manhattan distance
defined by d((u, v), (p, q)) = l u - p l+ |v-q |. Your answer should be either +1 or -1.
Sol:
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4th Batch Mid

1. Use the k-means algorithm and Euclidean distance to cluster the following 8
examples into 3 clusters; A1-(2,10), A2-(2,5), A3-(8,4). A4-(5,8), A5-(7,5), A6
(6,4), A7-(1,2), A8-(4,9)
The distance matrix based on the Euclidean distance is given below:

Suppose that the initial seeds (centers of each cluster) are A1, A4 and A7. Run
the k-means algorithm for
1 epoch only. At the end of this epoch show:
a. The new clusters (i.e. the examples belonging to each cluster)
b. The centers of the new clusters
c. Draw a 10 by 10 space with all the 8 points and show the clusters after the first
epoch and the new centroids.
d. How many more iterations are needed to converge? Draw the result for each
epoch.
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Sol: See K-Means Clustering Part

2. a. Why is the Naïve Bayesian classification called "naïve"?
Sol: see Naive Bayas part

b.Given the training data in the table below (Buy Computer data), predict the
class of the following 8 new examples using Naïve Bayes classification:

age<=30, income-medium, student-yes, credit- rating-fair

Sol: See Naive Bayas Part

4th Batch Final
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1.

a) What is machine learning? Write down the relation between artificial intelligence (AI) and Machine
Learning (ML). [2.5]

Sol: See Introduction Part

b) What is the difference between supervised and unsupervised machine learning? Give example.[3]
Sol: See Introduction Part

c) How can you define deep learning, and how does it contrast with other machine learning
algorithms? [2.5]

Sol: See Introduction Part

d) Solve the equations given below using metrics.[4]

Sol:
To solve the system of equations using matrices, we can express the system as:

Step 1: Write in Matrix Form

The system of linear equations can be written in matrix form as:

AX = B
Where:
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Step 2: Solve the Matrix Equation

The solution to the system is given by:

Where A−1 is the inverse of matrix A.

To calculate the inverse of a matrix A, follow these steps:

Step 1: Write Matrix A

Matrix A is given as:

Step 2: Check if A is Invertible

For a matrix to have an inverse, its determinant must be non-zero. The determinant of matrix A is:

Since the determinant is non-zero (det(A) = −1), matrix A is invertible.

Step 3: Adjoint of Matrix A

The inverse of a matrix A can be calculated using the formula:

Where Adj(A) is the adjugate (or adjoint) of matrix A, which is the transpose of the cofactor matrix.
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Step 3.1: Calculate Cofactor Matrix

To calculate the cofactor matrix, you must find the cofactor for each element of matrix A.

Continue this for all elements:

Step 3.2: Find the Adjugate Matrix

The adjugate matrix is the transpose of the cofactor matrix:

Step 4: Calculate the Inverse

Now, calculate the inverse using the formula:

Substitute the values:
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So,

X =

2. a) How can you convert the non-linear decision boundary to linear? Write with an example.
Sol: See SVM part
or,
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b) Discuss the Naïve Bayes' classification algorithm. Consider the table below, the training set of
weather (in the morning) and the corresponding target variable 'Heavy rain' (i.e., the possibility of
heavy rain in the day).
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There will be heavy rain if the weather is overcast. Is this statement correct? Justify your answer
Sol: See Naive Bayes part

c) What is information gain? Consider the example in the following table where variable-1 and
variable-2 are used to determine whether to continue with the experiment or to stop the experiment.

Sol:
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3. a) What do you mean by regression? When should multiple regression analysis be used?
Sol: see Regression part
b) How do you perform a linear regression?
Soll: See regression part

c) The sales of a company (in million dollars) for each year are shown in the table below.

i) Find the least square regression line y = ax + b.
ii) Use the least squares regression line as a model to estimate the sales of the company in year 7.

Sol: See Regression Part

4. Use the k-means algorithm and Euclidean distance to cluster the following 8 examples into 3
clusters:
A1 (2,10), A2 = (2,5), A3 = (8,4), A4 = (5,8), A5 = (7,5), A6 = (6,4), A7 = (1,2), A8 = (4,9)
The distance matrix based on the Euclidean distance is given below:

Suppose that the initial seeds (centers of each cluster) are A1, A4 and A7. Run the k-means
algorithm for 1 epoch only. At the end of this epoch show:
a) The new clusters (i.e., the examples belonging to each cluster)
b) The centers of the new clusters
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c) Draw a 10 by 10 space with all the 8 points and show the clusters after the first epoch and the new
centroids.

Sol: See K Means Clustering Part

5. a) What is the basic difference of Recurrent Neural Network (RNN) from Artificial Neural Network?
Give some examples of RNN applications.
Sol: RNN nai Syllabus e amader

b. What is the vanishing Gradient Problem of RNN?
Sol: RNN nai Syllabus e amader

c) Shortly describe Long-Term Memory (LSTM) networks and explain how it can avoid long term
dependency problems.
Sol: Maybe syllabus e nai taw ditechi solve

LSTM stands for "Long Short-Term Memory," a type of recurrent neural network (RNN) designed to
effectively handle long-term dependencies in sequential data by using a special "memory cell" and
"gates" to selectively store and retrieve information over extended periods, overcoming the vanishing
gradient problem that plagues traditional RNNs; essentially, it can remember relevant information
from earlier parts of a sequence when making predictions about later parts, making it ideal for tasks
like natural language processing and time series analysis.

6. a) What is the basic principle of a Support Vector Machine?
Sol; See SVM parts

b) Why would you use the Kernel Trick in the Support Vector Machine? Explain with example.
See SVM part

c) What happens when there is no clear Hyperplane in SVM?
See SVM part

d) When would you use SVMs over Random Forest and vice-versa?
See SVM part

7.
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a) What are the differences between supervised and unsupervised methods?
See Introduction of ML
b) How does supervised learning work?
See Introduction of ML
c) Briefly describe the steps involved in Supervised Learning.
See Introduction of ML
d) Briefly describe the types of unsupervised learning algorithms.
See Introduction of ML

8.
a) What does machine learning life cycle?

Sol: see Introduction Part

b) Describe the steps involved in the ML life cycle.
Sol: see Introduction Part

c) (True or False?) Justify your answer.
i) If you are given m data points, and use half for training and a half for testing, the difference between
training error and test error decreases as m increases.
ii) Overfitting is more likely when the set of training data is small
iii) Overfitting is more likely when the hypothesis space is small
Sol:
i) True
With more data points, the model generalizes better, reducing the difference between training and
test errors.

ii) True
Small training datasets lead to overfitting because the model can memorize specific details rather
than general patterns.

iii) False
Overfitting happens with a large hypothesis space, as the model becomes too flexible and fits noise.
A small hypothesis space prevents this.
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d) Describe the methods used to split the dataset in machine learning.
Sol: See The evaluation part

5th Batch Final

1. a) What are the differences between supervised and unsupervised methods? [2]
Sol: See Introduction Part

b) How does supervised learning work? [4]
Sol: See Introduction Part

c) Describe the steps involved in the ML life cycle.[6]
Sol: See Introduction Part

2. a) Describe the methods used to split the dataset in machine learning.[3]

Sol: See Evaluation Part

b) Why is data preprocessing important in machine learning? Describe three popular
data preprocessing techniques in machine learning.[4]
Sol:
Data preprocessing is crucial in machine learning because it enhances data quality, improves model
accuracy, reduces computational cost, facilitates better feature extraction, and ensures data
compatibility with algorithms.

Three popular data preprocessing techniques in machine learning are: handling missing values
(imputation), outlier detection and removal, and feature scaling (normalization or standardization);
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which involve filling in missing data, identifying and addressing extreme data points, and scaling
features to a consistent range, respectively, to prepare data for machine learning models.

Explanation:

Handling missing values (imputation):

When data is incomplete, missing values are often replaced with a calculated value like the mean,
median, or mode depending on the data type, ensuring the model can still process the information
without errors.

Outlier detection and removal:

Outliers are data points significantly different from the rest of the data and can negatively impact
model performance. Techniques like z-score analysis can identify outliers, which can then be
removed or adjusted to bring them closer to the normal range.

Feature scaling (normalization or standardization):

This technique scales features to a similar range, typically between 0 and 1 (normalization) or with a
mean of 0 and standard deviation of 1 (standardization), which is crucial for algorithms that are
sensitive to feature magnitudes.

c) Describe the different performance metrics to evaluate the algorithms. Explain with
numerical examples.[5]
Sol: See Evaluation Part

3. a) What do you mean by Convolutional Neural Network?[3]
Sol: out of our syllabus
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b) Why do we prefer Convolutional Neural networks (CNN) over Artificial Neural
networks (ANN) for image data as input?[3]
Sol: out of our syllabus

c) Explain the different layers in CNN.[6]

Sol: out of our syllabus

4. a)
What are Support Vectors in SVMs? Why is SVM an example of a large-margin classifier?
[2]
Sol: See SVM part

b) What are Hard-Margin and Soft-Margin SVMs? [3]
Sol: See SVM part

c) Use a support vector machine to classify the following dataset:[7]

i) Plot the six training sets on the X1-X2 axis.
ii) Separate the classes with maximum margin separator and give your choice for vector
w and intercept b.
Sol:
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5. a) What is the K-Nearest Neighbor (KNN) Algorithm for Machine Learning? How is
KNN different from k-means clustering?[3]
Sol: See K Means Clustering part

b) Discuss maximizing the margin process in Support Vector machine (SVM) with
necessary figures and equations.[4]
Sol: See SVM Part

C. For a SunBurn dataset given below, construct a decision tree.
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Sol:
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6. a) What is the basic difference of Recurrent Neural Network (RNN) from Artificial Neural
Network? Give some examples of RNN application.[4]
Sol: Out of Syllabus
b) What is the vanishing Gradient Problem of RNN?[3]
Sol: Out of Syllabus
c) Shortly describe Long-Term Memory (LSTM) networks and explain how it can avoid
long-term dependency problems.[5]
Sol: Out of Syllabus

7. a) What is the difference between Random Forests and Decision Trees?
Sol: See the Decision tree part
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8. a) Compute the squared distance matrix on given the data from Table-1
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Sol:

b) Perform K-means clustering on the dataset from Table 1. Use the first and last data points
as initial centers (K = 2). Given the final parameters, which cluster would belong to x(1,1)
Sol:
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